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Research

Successful analysis in real-world 
detection applications often hinges 

upon the automatic collection of 
massive amounts of data over time. 
However, the pace of automatic data 
collection far exceeds our manual pro-
cessing and analysis capabilities, making 
automated pattern detection in streaming 
data critical.

Machine learning classifi ers capable 
of detecting patterns in datasets have 
been developed to address this need, but 
none can simultaneously address the 
many challenging characteristics of real-
world detection problems. In particular, 
the costs associated with false alarms 
and missed detections are frequently 
unequal, extreme (demanding near-zero 
false alarm or miss rates), or changing 
over time. Moreover, the underlying 
data distribution modeled by the classifi -
ers may also evolve over time, resulting 
in progressively degraded classifi cation 
performance. 

We are addressing these defi ciencies 
via the development of new dynamic 
ensemble classifi er algorithms that 
leverage diverse cost-sensitive base-
classifi ers.

Project Goals
The ultimate goal of this two-year 

effort focuses on the understanding and 
development of new ensemble learn-
ing algorithms that can effectively 
address the considerable challenges 
presented by detection problems of 
national signifi cance. The developed 
methodologies will yield signifi cantly 
improved performance at near-zero false 
alarm (or missed detection) rates and 
be able to adapt to changing costs and 
data distributions in a dynamic environ-
ment. Moreover, this research will lead 
to greater insight into the factors that 
interact to govern classifi cation perfor-
mance, including ensemble size, feature 
dimensionality, and data sampling. 

Relevance to LLNL Mission
This research directly supports the 

Engineering Systems for Knowledge 
and Inference (ESKI) focus area and the 
Threat Prevention and Response 
Technologies theme in the LLNL 
Science and Technology Plan with an 
emphasis on knowledge discovery, 
advanced analytics, and architectures for 
national security. Our research explicitly 

addresses needs in the counterterrorism, 
nonproliferation, and national security 
missions for a broad range of customers, 
including the IC, DHS, DOE, DoD, 
and NNSA.

FY2008 Accomplishments 
and Results

The development of new ensemble 
classifi er algorithms involves the 
optimization of performance metrics 
such as receiver operating characteristic 
(ROC) curves with respect to a variety 
of ensemble design factors. In FY2008, 
we completed a comprehensive study of 
these factors and their impact on clas-
sifi er performance. Our development 
of classifi cation algorithms leveraged a 
Hidden Signal Detection application in 
which false alarms are deemed extremely 
costly. These efforts ultimately led to the 
development of several groundbreaking 
ensemble classifi ers, two peer-reviewed 
publications, and one provisional patent.

Built from many cost-sensitive 
Support Vector Classifi ers (SVCs), our 
novel Cost-Sensitive Random Subspace 
Support Vector Classifi er (CS-RS-SVC) 
ensemble signifi cantly outperforms 
existing SVC ensembles built from non-
cost-sensitive SVCs. It achieves a 55.3% 
detection rate on Hidden Signal Detec-
tion at 5.5x10–6 false alarm rate.  This is 
a 15.5% relative improvement over an 
approach built using conventional SVCs 
(RS-SVC) and about three times better 
compared to a standard Bagged-SVC 
ensemble (Fig. 1).

We also signifi cantly enhanced the 
state-of-the-art Random Forest (RF) clas-
sifi er by developing variants in which 
node decisions are no longer constrained 
to be axis-aligned or linear, resulting 
in more fl uid decision boundaries that 
better separate the classes (Fig. 2). This 
new classifi er, called the Discriminant 
Random Forest (DRF), is 40% more 

Figure 1. Median and 
90% empirical confi -
dence interval ROC 
curves for Support 
Vector Classifi er-
based ensembles. False alarm rate
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compact, over six and a half times faster, 
and attains 36.2% higher detection rates 
at 5.5x10–6 false alarm rate than the 
conventional RF on the Hidden Signal 
Detection problem (65.1% versus 47.8%) 
(Fig 3).  We also created a cost-sensitive 
extension to the DRF, the CS-DRF, 
which further improves DRF detection 
performance, particularly in the false 
alarm rate region around 10–4.

Additionally, this research made 
substantial contributions to other LLNL 
detection applications, including Radia-
tion Threat Detection (RadThreat) and 
Standoff High Explosives Detection 
(SHED). For RadThreat, our classifi ers 
outperformed currently fi elded approach-
es, even on heavily shielded sources. In 
SHED, our classifi ers achieved signifi -
cantly faster and higher detection rates 
at lower false alarm rates than human 
experts on the same data set.

Figure 2. The Random Forest’s (RF) axis-aligned linear decision boundaries in tree nodes give rise to “stair-step” 
decision regions (a), while the Discriminant Random Forest’s (DRF) fl exible node boundaries result in fl uid, 
better-fi tting decision regions (b).

 FY2009 Proposed Work
In FY2009, we will 1) further en-

hance detection performance by 
extending our homogeneous 
ensembles to ensembles of 
heterogeneous base classifi ers, 
exploiting the game-changing 
potential of combining different 
ensemble classifi ers (Fig. 4); 2) 
extend the DRF methodology to 
allow more fl exible node 
decisions; 3) generalize the 
current binary classifi ers to 
handle multi-class situations; and 
4) develop adaptive extensions 
of our learning approaches to 
address changing costs and 
changing data distributions.
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Figure 3. Median and 90% empirical confi dence 
interval ROC curves for Random Forest-based 
ensembles.

Figure 4. Two different Random Forest variants (DRF 
and GRF) are combined using an oracle, resulting 
in a theoretic upper bound on the performance of 
their combination.




